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Objectives

Understand when it is useful to use Convolutional 
Neural Networks (CNN) 


Understand the types of problems we can deal 
with using CNNs


Learn about some applied research projects at 
HEIG-VD


Understand ingenious ways of creating systems 
taking advantage of CNNs and their limits

2



APE 2024

Comic #1425 Sep 24/2014 by Randall Munroe (xkcd.com)
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http://xkcd.com
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Types of problems (1)

Classification / recognition / identification


data -> classes (labels/annotations)

{cancer, not cancer}

{one, two, …seven, …nine}

{spam, not spam}

{Einstein, Darwin, etc..}

{“dis-siri”,”hello”, etc..}
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Types of problems (2)
Regression


data -> continuous variable

age

diving score

crop 
yield
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Fully-connected vs. Convolutional 
Neural Networks

CNNs are useful to process data that exhibits spatial 
relationship (e.g., in general not for tabular data)  


Not only for image processing, also for time-series 
(e.g., sound, sensor data), videos (3D data), hyper-
spectral data (e.g., satellite sensors)

1D convolutions 3D convolutions 

video

time-series 6
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Classification & regression of 
n-dimensional data (1)

1D -> classification


sound -> speaker identification; password; voice 
command; language 


physiological signal -> arrhythmia, apnea, wake-
sleep stage, stress


electrical current pattern -> appliance 


mechanical vibration -> machine maintenance?
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Classification & regression of 
n-dimensional data (2)

1D -> regression


Prediction: historical data -> forecasting / trend


time-series temperature -> temperature next day


seq. of temp, wind speed, humidity -> next temp


temp, radiation, rain -> crop yield


heart rate variability -> risk of mortality
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Classification & regression of 
n-dimensional data (3)

nD -> classification


video (webcam) -> activity recognition


video (satellite sensor) -> deforestation 

9



APE 2024

Anomaly detection
typical data -> normal / anomaly


Frauds (banks)


physiological time-series data -> normal / alert!


electrical consumption -> technical problem?


accelerometer data -> fall?


credit card usage -> abnormal shopping?


Authentication: acceptable data -> yes/no
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Our research environment

HES-SO == “University of Applied Sciences Western Switzerland”

HEIG-VD
11

ICT department = IICT + REDS institutes
IICT Institute (21 PER / 63 collaborators)
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Contexte

Objectifs

Valeur ajoutée

Résultats attendus

chef de file côté suisse  :  Pr Thibaut Desmettre
chef de file côté français : Pr Oussama Barakat

Le système intelligent GESICA proposera de manière théorique
des plans de gestion de cette SSE à différentes échelles, locales,
régionales et transfrontalières propres à l’espace Interreg France -
Suisse. Il sera possible de proposer des scenarii pour la gestion
rétroactive de cette SSE et de les comparer à ceux qui avaient été
proposés par les autorités de santé, afin de pointer les gains en
temps et en qualité d’optimisation des moyens et d’offre de soins.
Enfin, le système GESICA sera étendu à une autre classe de SSE,
en se focalisant sur les signaux faibles et en proposant des scenarii
extrêmement précis de gestion.

Le projet GESICA vise la conception et le développement d’un
système intelligent dédié aux SSE. Celui-ci sera capable non
seulement d’agréger des données hétérogènes provenant de
sources diverses pour détecter et analyser les signaux faibles d’une
SSE et donner l’alerte avec anticipation, mais aussi de proposer
des scenarii de gestion et d’optimisation des moyens.

Les risques et les menaces ont évolué durant ces dernières
années, ils ont changé de nature et de forme : menaces terroristes,
risques infectieux émergents et épidémiques, crises climatiques....
Le risque de crises simultanées ou successives est une réalité. De
plus, la fragilité des systèmes et des organisations sanitaires en
regard de ces situations a conforté la nécessité d'une anticipation et
préparation en amont, afin de limiter l'impact sur le système de
santé et en particulier sur les soins courants. L’organisation des
systèmes de soins autour des situations sanitaires exceptionnelles
(SSE) doit prendre en compte l’ensemble des risques auxquels ces
systèmes peuvent être confrontés.

Le projet va participer à une meilleure efficacité des soins et une
réduction des coûts de santé grâce à la mise en réseau et à la
collaboration entre les acteurs de la recherche ainsi qu’à la
mutualisation de leurs connaissances. La coopération
transfrontalière entre autorités de santé publique se trouvera
renforcée grâce à l'identification des défis et des obstacles dans la
gestion des SSE et l’optimisation des plans d’actions. In fine, ce
projet va permettre au territoire franco-suisse lors de situations liées
aux épidémies, au changement climatique tel que les canicules ...
de se positionner en tant que pôle d'excellence en santé publique.

Coût total du projet : 2 471 325,74 € / 2 424 370 CHF
dont : Subvention FEDER : 1 067 319,96 €
Subvention fédérale Interreg suisse : 340 016 CHF soit 346 601,65 €
Subventions cantonales : 200 000 CHF soit 203 873,60 € 
50 000 CHF soit 50 968,40€ pour le canton de Genève ;
60 000 CHF soit 61 162,08€ pour le canton de Neuchâtel  ;
90 000 CHF soit 91 743,12€ pour le canton de Vaud.

GESTION 
DES 
SITUATIONS  
DE CRISES 
SANITAIRES
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INVITATION
Lancement du projet 
européen Interreg 
France-Suisse GESICA 
« GEstion des SItuations 
de Crises sAnitaires »
17 AVRIL 2025, 10h30
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Pour vous inscrire, 
veuillez cliquer 
sur le lien vers 
le formulaire 
d’inscription.

Les Hôpitaux universitaires de Genève (HUG), l’Université de 
Genève (UNIGE) et l’Université Marie et Louis Pasteur ont 
le plaisir de vous convier au lancement du projet européen 
Interreg France-Suisse GESICA.

Jeudi 17 avril 2025 à 10h30
Campus Biotech, Auditorium bâtiment H8
Chemin des Mines 9, 1202 Genève

Programme
10h30 Accueil des invités et invitées
10h45  Mot de bienvenue suivi d’une présentation d’Hugo 

Duminil-Copin, mathématicien, professeur à la faculté 
des sciences de l’Université de Genève et à l’Institut 
des hautes études scientifiques, médaille Fields de 
mathématiques 2022

11h15 Table ronde de présentation du projet GESICA
12h30 Apéritif

RSVP
Pour des raisons d’organisation, nous vous remercions de nous 
confirmer votre présence avant le 7 avril 2025.

INVITATION
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Date: 19.04.2025

Le Temps
1209 Genève
022 575 80 50
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Network Architecture Search
Objective: Evaluate and compare 
three Neural Architecture Search 
(NAS) strategies for predicting 
financial time series.  
Research question: How 
effective are Bayesian Optimization, 
Hyperband, and Reinforcement 
Learning in optimizing neural 
architectures for financial 
forecasting?  
Datasets: Multivariate time series 
for Japanese, German, and US 
bond markets, with the task of 
binary classification (predicting 
whether the target feature will 
increase or decrease in 5-10 days).

Methodology, NAS Strategies: 
1. Bayesian Optimization: 

Uses Gaussian Processes or 
Tree-structured Parzen 
Estimators (TPE) to 
intelligently guide the search 
for the best architecture.  

2. Reinforcement Learning: 
Treats NAS as a 
reinforcement learning 
problem with a controller 
RNN.  

3. Hyperband: Successive 
halving method that selects 
the most promising models 
while discarding 
underperformers early.

Best results: LSTM with 
Hyperband on the German 
dataset (AUC = 0.56) and CNN 
with Bayesian Optimization on 
the Japan dataset (AUC = 0.54).  
Performance was highly sensitive 
to random initialization (seed), 
leading to variability in results.  
No strategy achieved strong 
performance on US data, 
suggesting significant market 
dynamics changes.  
Future work: Explore more 
advanced NAS techniques and 
apply the models to non-financial 
datasets for broader validation.
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Research question: How can distributional 

Reinforcement Learning (RL) algorithms be used 

to develop risk-averse trading strategies for 

natural gas futures? 
Context: 

• The natural gas futures market is highly 
volatile, influenced by events like 
COVID-19 and the Russia-Ukraine 
conflict. • The goal is to create trading policies 

that not only maximize profits but also 
minimize risks using distributional RL 
approaches.

Algorithms Studied: Categorical Deep Q-Network 

(C51), Quantile Regression Deep Q-Network (QR-

DQN), Implicit Quantile Network (IQN) 

Objective: Compare these distributional RL 

approaches to five baseline models, including four 

traditional RL agents and one Machine Learning 

(ML) model from Predictive Layer SA. 

Risk Measure: Conditional Value-at-Risk (CVaR) is 

used to enhance risk-aversion in trading strategies.

Key Results: 
• Distributional RL algorithms outperform the baselines, with C51 showing a 

performance increase of over 32%. 
• C51 and IQN allow for the development of risk-averse trading policies that can be 

tailored to different levels of risk sensitivity. 
• Risk-aversion Adjustment: Lower confidence levels in CVaR correlate with higher risk 

aversion, especially for IQN and C51. 

Future Direction: Distributional RL shows significant potential for developing risk-averse 
trading strategies in volatile markets

Distributional Reinforcement Learning
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Can Linear Algebra Create Perfect Knockoffs?
• Research question: Can we construct "perfect" 

knockoffs using linear algebra instead of relying on 
sampling from a correct multivariate distribution? 

• Model-X Knockoffs: Knockoffs are constructed to 
resemble the original features, ensuring they have no 
predictive power of the response  

• The construction must satisfy:  
for any subset , where  are the knockoffs of features  

• Objective: Use linear algebra to construct knockoffs that 
match the moments of the original features up to the 4th 
moment (correlation, coskewness, and cokurtosis).

(X, X̃)swap(S)
d= (X, X̃)

S X̃ X
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Statistical Moment Constraints: The (standardized) -moment 
between two variables  and  is defined as: 

where: 

Optimization Goal: Minimize the squared correlations between the 
features and their knockoffs: 

(m, k)
X Y

μm,k(X, Y ) =
1
n

n

∑
i=1

(xi − μ1(X))k(yi − μ1(Y ))m−k

(μ2(X))k/2(μ2(Y ))(m−k)/2

μ1(X) =
1
n

n

∑
i=1

xi, μ2(X) =
1
n

n

∑
i=1

(xi − μ1(X))2

min
p

∑
i=1

(μ2,1(Xi, X̃i))2

Methodology and Constraints
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• Key Findings: The algorithm generates "pseudo-perfect" knockoffs that match the 
moments of the original features up to the 4th moment. However, the computation is 
computationally expensive. 

• Performance: 
• Small datasets (e.g., ) allow quick convergence of the optimization process 
• As the number of features  increases, the complexity and computation time grow 

significantly. 

• Future Directions: The method can be further optimized by reducing the number of 
constraints or by improving computational efficiency. Additionally, understanding the 
optimal number of iterations for generating knockoffs with minimal correlation is crucial 
for balancing accuracy and computational cost.

p = 4
p

Results
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New Clever Deep Applications
“What time would a crocodile do in a 110m hurdles 
competition ?” [Gary Marcus]

Dall-e 2 (04/22 by OpenAI): “An astronaut riding a 
horse in a photorealistic/Andy Warhol style”
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Self-Supervised Learning
Self-Supervised Learning (SSL) similarly to 
unsupervised learning is a methodology that can learn 
complex patterns from unlabeled data. 


SSL uses a pretext or auxiliary task to learn data 
representations in the latent space in an unsupervised 
way. Then, it uses those representations to process new 
inputs or in different tasks to be learned in a 
supervised way. 


Examples: learn to output the same input data (auto-
encoder), mask parts of data and try to predict (e.g., 
LLMs)
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Learning music style
Researchers from Google demonstrated "CocoNet" on 
March 21, 2019, (Bach’s birthday), a tool that harmonizes 
compositions in a style that mimics Bach's.


To achieve this, they randomly deleted notes in 306 choral 
compositions by Bach and trained an artificial neural 
network to predict the missing notes. 
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Super-resolution & colorization
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Photorealistic image generation

Nvidia’s GauGAN
Bas Uterwijk 33



APE 2024

Depth/skeleton estimation

RGB MiDaS 3D 
estimation

RGB

34



APE 2024

SSL: a fast-growing sector

https://arxiv.org/pdf/2301.05712.pdf

Google Scholar search results for 
“self-supervised learning”

2023

~90’000

https://www.researchandmarkets.com/reports/5673657/
global-self-supervised-learning-market-size
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Towards endowing machines 
with common sense

“Self-supervised learning is one of the most 
promising ways to build background 
knowledge and approximate a form of 
common sense in AI systems.”

Yann LeCun

NY University

Chief AI Meta Multi-modal 

language models
36


