— —— T - S— e D — — — — s T— T e S—_— TS S— E— — S

10. DEEP TROUBLES

Stephan Robert-Nicoud
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Credit: Andres Perez-Urlbe
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Objectives

Understand the limits of Convolutional Neural
Networks and the problems arising from the way they
are created and the way they work

Understand the basic principles that can help us
visualize the inner working of Convolutional Neural
Networks

Use the visualization techniques to analyze a pre-
trained CNN and verify the relevance of the
information it is using fo solve an object recognition
task
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O

CNN advantages (1)

O ILSRVC challenge 2010-2017 —> automatic feature
discovery better than “manual” feature extraction

Before that, the state-of-the-art solutions for object
recognition were based on feature extractors like HOG

(Histogram of Oriented Gradients) and SIFT (Scale
invariant Feature Transform).
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Astonishingly, a fine-tuned CNN (transfer learning) works
very well on the chihuahua vs muffin challenge!
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Meaningfulness of solutions

O The CNN is just a very powerful algorithm that
O computes automatic features from the input data

O and finds correlations between input patterns to
the computed features, and classes

Are those features meaningful ?

Are those correlations relevant ?
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present
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Classified
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No source
tag present [
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Not classified
as horse

S Lapuschkin et al., 2019
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Performance guarantee

O A good performance on a benchmark dataset is not a
guarantee of good performance later in real life

O The truth is that we cannot “for sure” predict the
behavior of a CNN-based solution on new inputs
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O Biases in the training datasets are then reflected in
the applications using the models we created with
those data

O There is an urgent need for more inclusive systems
(gender, sex, skin color, age, minority, etc) but this

requires collective more inclusive data

)y
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CNN advantages (2)

O Hierarchical feature extraction allows for spatial
translation invariance and the recognition of objects
appearing at different sizes
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Spatial translation invariance
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“Brute force” correlations

A CNN does not “understand” the data it is processing... it is just
detecting and computing features to make a decision. A face with more

eyes and appearing anywhere can be associated to the class “face” even
more strongly than a normal face.

Output maximization by image occlusion

Y,

0.97
pepita = miniature pinscher ? (Satizabal, HEIG-VD 2016)
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O Since 2013, researchers started to find that
certain high-performance CNNs were surprisingly
easily fooled.

|| 0O Then, they deliberately tried to find a way to

armadillo systematically fool them (e.g., using ascent

gradient or evolutionary algorithms)

peacock jackfruit | l ’ thSiCClI—rObUS'l' attack: a
STOP signal is perceived as a
speed limit sign (max 45 mph)

Nqguyen, Yosinski, Clune, 2014

K Eykholt et al, CVPR 2018
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Adversarial attacks

Adding carefully crafted noise to a picture can create a new image that
people would see as identical, but which a DNN sees as utterly different.

Gibbon

In this way, any starting image can be tweaked so a DNN
misclassifies it as any target image a researcher chooses.

Goodfellow et al, ICLR 2015

enature
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One pixel attack for fooling CNNs

AllConv NiN

SHIP HORSE
CAR(99.7%) FROG(99.9%)

HORSE DOG
DOG(70.7%) CAT(75.5%)

=

CAR DEER
AIRPLANE(82.4%) DOG(86.4%)

b

DEER BIRD
AIRPLANE(49.8%) FROG(88.8%)

h.h

HORSE SHIP
DOG(88.0%) AIRPLANE(62.7%)

DEER
AIRPLANE(85.3%)

BIRD
FROG(86.5%)

BIRD(66.2%)

SHIP
AIRPLANE(88.2%)

DOG(78 2%)

Jiawei Sun, Danilo Vasconcellos and
K. Sakourai from Kyushu University
showed that +40% of the ImageNet
validation dataset can be perturbed
to at least one target class by
modifying a single pixel !

Three CNNs were used for this
study: AllConv, NiN and VGG.

arXiv:1710.08864v4 (22.2.18)

APE 2024




First Layer Representatlon Second Layer Represanptation Third Layer Representatlon

images that maximize the activation of each filter

0o Feature Map visualization 0 Occlusion analysis
o Activation maximization 0o Class Activation Maps

o Filter activation statistics 0 Deconvolution
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input (28x28)

Feature Map visualization
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Outputs of the convolutional filters
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Activation Maximization

o The output of the first convolutional layer is easy to interpret. Lets
simply visualize it as an image.

o Subsequent convolutional filters operate over the outputs of previous
filters (which indicate the presence or absence of some “templates”),
making them hard to interpret.

o Idea: what sort of input pattern maximizes the activation of a
particular filter ?

a Use d Activation / 9 input to modify a random input image and
maximize the activation of a given output. Example:

28x28 ::>
random image
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The red pixels indicate that for them, the kernel O is the most frequent
filter (for all same digits in the database) with the highest activation
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Occlusion Analysis
(Zeiler & Fergus, 2013)

(d) Classifier, probability (e) Classifier, most
(@) Input Image of correct class probable class

True Label: Afghan Hound

What is the most discriminative object or part of the image that lets the CNN decide
HE " what is the label of a given image ?
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Class Activation Maps (1)

O A Global Average Pooling (GAP) layer computes the mean of the
activations of the filters of a given layer.

O We replace the fully-connected part by a GAP layer followed by
a dense linear layer using a softmax output. We train this
network and obtain weights w; to wn.

Australian
terrier

APE 2024 21
from-arXiv:1512.04150v1




Class Activation Maps (2)

O The CAM for a given image is the weighted sum of the last-

layers filter activations. It is finally upsampled to match the
input image size.

O The result is a “heat-map” indicating what portion of the image
the CNN is paying more attention.

W1
Australian
2 terrier

<zZ00O

Class Activation Mapping

Class
+ Wy« + oo+ Wk Activation
Map

(Australian terrier)
g A — -

Figure 2. Class Activation Mapping: the predicted class score is mapped back to the previous convolutional layer to generate the class
activation maps (CAMs). The CAM highlights the class-specific discriminative regions.

APE 2024 from arXiv:1512.041 56%‘?




Example: traffic density estimation

O traffic density

Examples of low, medium
and high traffic

presence of many vehicles = high traffic / absence of vehicles = low traffic

APE 2024 from Sabbani, Perez-Uribe, Bouttane, El Moudni (20‘@;3




Microscope OpenAl

ResNet v2 50 ResNet v2 50 block4/unit_3/conv2/Relu

ResNets use skip connections to

1,001 predictions/Softmax

. . Type: Relu
enable stronger gradients in much 001 {11} logits/Conv2D P

o } Channels: 512
deeper networks. This variant has 50 204 __J block4/unit_Sfadd Convolution: [3,3]

|ayerS, m block4/unit_3/conv2...

& Technique

block4/unit_2/add Feature Visualization
DeepDream
© Dataset Samples
Caricature

: . Text Feature Visualization
block4/unit_1/add

Pieces of images from the
training dataset that result in
the largest activations from the
given unit.

) block3/unit_6/add

View

58 nodes ) ; Image Size

block3/unit_5/add
Resize Behavior

© Cropimage
Scale image

) block3/unit_4/add

) block3/unit_3/add

APE 2024 https://microscope.openai.com/models




Google’s What-If tool

interactive tool to
0 4 @ pair-code.github.io/what-if-tool/demos/image.html wmel © M + 88
| | § analyze models/data
My Web Index Eureka! Science News AlunaWebmail Alunaweb_mgmt Wikia News v Apple Math puzzles DeepL
G What-If Tool Smile Detector Demo P g o Cele bA)

What-If Tool demo - binary classifier for smile detection in images - CelebA dataset

Datapoint editor Performance & Fairness Features 250 datapoints loaded &%

Vi i Binning | X-Axis Binning | Y-Axis Color By Label By Scatter | X-Axis Scatter | Y-Axis
isualize
(none) ~ (none) v Inference v  (default) v  (default) v Inference ~

@® Datapoints (O Partial dependence plots
J® Nearest counterfactual (i)
O u (O L2 @ Custom distance

Create similarity feature (0

Edit - Datapoint 204

< > £ I_D (] Q_ Search features

h u m a n Feature Value(s)
underS‘l'andab Ie image/encoded
features

\sfofclockjhadow No 5 o'clock shadow

Arched_Eyebrows Arched eyebrows

Bags_Under_Eyes Bags under eyes

Infer - Datapoint 204

Predict Colors

by Inference label
® Not smiling
® Smiling

Run Label
1 1 (Smiling)

L0.000275

1 0 (Not smiling)
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IBM’s Al fairness tool

IBM Research Trusted AI ‘ Home Demo Resources Events Videos

Al Fairness 360 - Demo
O O—O D JE—

Data Check Mitigate Compare

Fairness analysis for a given
dataset (e.g., US census)

2. Check bias metrics

Dataset: Adult census income
Mitigation: none

Protected Attribute: Race

Privileged Group: White, Unprivileged Group: Non-white

Accuracy with no mitigation applied is 83%

With default thresholds, bias against unprivileged group detected in 2 out of 5 metrics

0] ®
Statistical Parity Equal Opportunity Average Odds Difference Disparate Impact
Difference Difference

original original original original

Idea: can we predict gender, sex or skin color from the input data ?

APE 2024
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Biases of ImageNet-trained CNNs

Figure 4: Classification results Fraction of 'shape’ decisions
for human observers (red circles)
and ImageNet-trained networks
AlexNet (purple diamonds), VGG-
16 (blue triangles), GoogLeNet
(turquoise circles) and ResNet-50
(grey squares). Shape vs. tex-
ture biases for stimuli with cue
conflict (sorted by human shape
bias). Within the responses that
corresponded to either the correct
texture or correct shape category,
the fractions of texture and shape
decisions are depicted in the main
plot (averages visualised by vertical
lines). On the right side, small
barplots display the proportion of
correct decisions (either texture or
shape correctly recognised) as a
fraction of all trials. Similar results
for ResNet-152, DenseNet-121 and
Squeezenetl 1 are reported in the
Appendix, Figure|13,
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image

O The SIN dataset is a much harder task than ImageNet (IN)

O A model trained on SIN generalises well on IN, but a
model trained on IN does not generalize well on SIN.

Current CNNs are biased towards learning texture-based
features.
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Geographical bias of ImageNet

Open Images ImageNet

Figure 1: Fraction of Open Images and ImageNet images from each country. In both data sets, top
represented locations include the US and Great Britain. Countries are represented by their two-letter
ISO country codes.

1 R 42997

Figure 2: Distribution of the geographically identifiable images in the Open Images data set, by
country. Almost a third of the data in our sample was US-based, and 60% of the data was from the
six most represented countries across North America and Europe.
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XAl: eXplainable Al

O Explainable AI (XAI) refers to methods and
techniques in the application of artificial
intelligence technology (AI) such that human
experts can understand the results of the
solution.

If I do not understand the models, how do I
trust model predictions ?
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