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Abstract

A Fast SRR Algorithm Based on Recursive Least Square Estimation and Simultaneous Image Registration
by
Stéphane Kirchner

This thesis proposed a Super Resolution Reconstruction (SRR) algorithm based on recursive least square estimation and simultaneous image registration. This recursive least square estimation algorithm is computationally fast and effective, and the simultaneous image registration algorithm is more efficient for real practical use. So this thesis will try to present the advantages by combining these two algorithms into a single framework.

The thesis is structured into five main parts:

- The first chapter introduces the super resolution reconstruction (SRR).
- Later, the chapter 2 examines the super resolution reconstruction algorithm using the stochastic regularization approach.
- The chapter 3 reviews and examines three SRR algorithms using the stochastic regularization approach (Classical SRR algorithm, Fast SRR algorithm based on Recursive Least Square and SRR algorithm based on Simultaneous Image Registration) and also the proposed algorithm based on recursive least square estimation and simultaneous image registration.
- The chapter 4 gives some experimental comparisons among different algorithms.
- And finally, the chapter 5 will give the conclusion and the future works directions.
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Chapter 1

Introduction

There is great demand for high resolution images, and it continues to grow. It is perfectly understandable why an image of high resolution (HR) is preferable to an image of low resolution (LR) for a doctor who looks at a radiography. And the fields are varied, from the visual pleasure of a HR image created by a private camera to the HR images given by a drone where the best resolution can provide details that may be crucial in choosing an intervention of the army.

The easiest way to increase the resolution is either to increase the pixels number of the sensor, or to increase the pixel density on the sensor. In the first case, increasing the sensor size causes an increase in capacitance (electronic capacitance of the sensor) and therefore decrease the speed of transfer. Moreover, this is contrary to the current policy of searching to miniaturize everything. For the second solution, we have already reaches its limits. Indeed, by decreasing the size of the sensors, the light received decreases as well. This brings up shoot noise that reduces image quality. There is a limit of magnitude without too great noise. This optimal size has already been reached [1].

Consequently, alternative approach for increasing the resolution is an image reconstruction that is more useful today. The idea of the image reconstruction is that the acquisition of images can be seen as some degraded processes performed on an original high resolution image (motion, added blur, down-sampling and adding noise). Image reconstruction is to find the baseline image from images of poor quality (filtering noise, up-sampling, removing blur and inverse motion).

There are two different uses of SRR:

- Reconstruction of a HR image from a LR image.
- Reconstruction of a HR image from multiple LR images of the same scene (frames).
1.1 Objective

This thesis proposed a Super Resolution Reconstruction (SRR) algorithm based on recursive least square estimation and simultaneous image registration. This recursive least square estimation algorithm is computationally fast and effective, and the simultaneous image registration algorithm is more efficient for real practical use. So this thesis will try to present the advantages by combining these two algorithms into a single framework.

1.2 Thesis structure & scope

In this thesis, several image reconstruction algorithms using stochastic regularization approach are reviewed. This thesis is not meant to use an exhaustive list of the completed literature on image restoration, but take several of the important methods [2] [3]. It will describe each algorithm (and the proposed one) and find out the advantages and weak points. Each algorithm will be used with: "Laplacian Regularization", "MRF (Markov Random Field) Regularization" [4] and "BTV (Bilateral Total Variation) Regularization" [4] (each with L1 and L2 norms estimation). It will compare them with different cases of inputs (one or multi frames), different kind of images (different texture) and with different kind of added noises. This work will only uses grayscale images.

This thesis is not going to compare the use of the regularization functions or that of the norm estimations, but only give few examples of their uses. The main purpose of the work is to compare the SRR algorithms.

Structure:

- This first chapter introduces the super resolution reconstruction (SRR).
- Later, the chapter 2 examines the super resolution reconstruction algorithm using the stochastic regularization approach. This thesis will also present three different regularization functions (Laplacian, Markov Random Field and Bilateral Total Variation) and two norm estimations (L1 and L2) for it.
- The chapter 3 reviews and examines three SRR algorithms using the stochastic regularization approach (Classical SRR algorithm, Fast SRR algorithm based on Recursive Least Square and SRR algorithm based on Simultaneous Image Registration) and also the proposed algorithm based on recursive least square estimation and simultaneous image registration.
- The chapter 4 also give some experimental comparisons among different algorithms, the using regularization function and norm estimation choice. These comparisons use several cases (different noises, one input image or frames and the kind of texture of the image(s)).
- The chapter 5 gives the conclusion and the future works directions.

In Appendix A, a short presentation of the toolbox created for Matlab used in the experimental comparisons will be given, and how to use it.
1.3 Introduction of SRR

The super resolution reconstruction techniques create a high resolution (HR) image from a sequence of low resolution (LR) and noisy images (frames). This is only possible because these LR images are aliased (they do not respect the Shannon theorem and are sampled under the Nyquist rate [5]). Details of the real scene are available in small parts in each LR frames. This thesis will work with the method of super resolution reconstruction using stochastic regularization approach. This method work in spatial domain and not as some methods in frequency domain. The SRR has three main phases, the motion estimation, the images (frames) fusion and the deblurring.

1.3.1 General Model for Image Acquisition

Image acquisition can be seen as blurring, down-sampling and noising that degrades the quality. A low resolution (LR) image $Y$ can be see as:

$$Y = AX + \varepsilon \quad (1.1)$$

where $X$ is the true high resolution (HR) image, $A$ the wrap, blurring and down-sampling operator and $\varepsilon$ the additive noise. The matrix $A$ can also be separate as:

$$A = DB \quad (1.2)$$

or

$$A_k = DBM_k \quad (1.3)$$

where $D$ represent the downsampling matrix and $B$ the blurring matrix. $M_k$ is a wrap matrix (translation, rotation, etc.) used in the general model for image HR reconstruction with multiple LR images of the same scene ($Y_1, Y_2, \ldots, Y_N$). The matrices $D$ and $B$ can also be different for every LR image $Y_k$ (it will be $D_k$ and $B_k$), but in this paper, the assumption that they are constant will be used (it is mostly the case if acquired with an unique camera).
Figure 1.1: General model for image acquisition.

\[ Y_k = D \cdot B \cdot M_k \cdot X + \epsilon_k \]
1.3.2 Motion estimation

In fact, the motion of frames is usually unknown. The motion estimation is about to find the motion informations between each frames and the reference one, and this with an accuracy of sub-pixel. There are many motion model of this estimation: only translation, translation with rotation and resizing or motion estimation by parts (separate images into several parts with a motion estimation for each parts). The first will be used for a simple scene shift, the second for a case with for example a rotation of the camera when shooting, and finally the last, for a case where several different parts (for example objects) in the scene have different motions. For every kind of motion estimations, it exist some algorithms to do it.

The experimental comparisons (chapter 4) use the displacement by translation only. For this, it use a function called “dftregistration()” created by Manuel Guizar [6]. This function is an efficient subpixel image registration by cross-correlation.

1.3.3 Frames fusion

Once the motion estimation is done, it is therefore necessary to merge the LR images into a HR image. The motion is with an accuracy of sub-pixel, so it is necessary to interpolate the images before the fusion. This will be done with well known methods such as bilinear, bicubic or spline interpolations. Then, the images are merged. The interpolation and fusion is commonly called the method of Shift-and-Add [7].

1.3.4 Deblurring

As seen in the general model for image acquisition (section 1.3.1), the LR images are usually blurred. To remedy this, there are special filters (the Wiener filter for example). But in the case of super resolution reconstruction by using stochastic regularization approach, it is integrated in the mathematical process.
Chapter 2
Stochastic regularization approach for SRR

A classical type of estimators for SRR algorithm is the ML-type estimators [8] [9]. The SRR algorithm can be mathematically expressed as the following minimization problem:

$$\hat{X} = \arg \min_X \rho(DBX - Y) \quad (2.1)$$

or

$$\hat{X} = \arg \min_X \sum_{k=1}^{N}(DBM_kX - Y_k) \quad (2.2)$$

where \(\rho()\) is the norm estimation. To minimize this cost function, the reconstruction image \(\hat{X}\) have to be closely equal to the original image \(X\) (therefore each pixel intensity of the reconstructed image is closely equal to each pixel intensity of the original image). To compute it, we will use estimation of the matrix \(B\) (assumptions about the blur). Better these assumptions are, better the result will be. But this algorithm is an ill-posed problem, small noise in the observed image \(Y\) will give large change in the result. Therefore, it is necessary to add a regularization term in (2.1) and (2.2) as following:

$$\hat{X} = \arg \min_X \left[(DBX - Y) + \lambda \{TX\}\right] \quad (2.3)$$

or

$$\hat{X} = \arg \min_X \left[\sum_{k=1}^{N}(DBM_kX - Y_k) + \lambda \{YX\}\right] \quad (2.4)$$

where \(\lambda\) is the regularization parameter (weighting the first term, the similarity term, against the second, the regularization cost) and \(Y\) is the regularization cost function. Moreover this function will improve the rate of convergence by compensating the missing informations by some general prior information about the desirable HR solution of the image \(\hat{X}\). This mathematical framework is
called SRR using stochastic regularization approach.

For the rest of the paper, equations will only be written for multi LR images as input (general model for SRR).

2.1 The steepest descent method

The steepest descent method, also called the gradient descent method, is an optimization algorithm that is usually used in the SRR frameworks. It finds the minimum (or local minimum) of a function by using the gradient. Fig. 2.1 shows steps of the gradient descent algorithm for a two variables problem. The algorithm follow the direction of the biggest gradient to go to the global minimum (or at least the local minimum).

\[
\hat{X}_{n+1} = \hat{X}_n + \beta \cdot \left[ \sum_{k=1}^{N} (D^T B^T M_k^T (DBM_k \hat{X}_n - Y_k)) - \lambda \cdot \left\{ (\Upsilon^T \Upsilon) \hat{X}_n \right\} \right] \tag{2.5}
\]

Figure 2.1: Illustration of the gradient descent (image source: http://en.wikipedia.org/wiki/Gradient_descent)
2.2 Norm estimation

The L1 and L2 norm (error norm) estimations are traditionally used as the fidelity term (or similarly term) in the steepest descent method (optimization). L2 influence function goes faster and is more efficient than L1 norm, but with high noised images, L2 norm has also more chance to have less good results (local minimum instead the global minimum).

If the fidelity term is:

\[
\begin{bmatrix}
12 & -6 & 1 & 9 \\
11 & -18 & -1 & -6 \\
21 & 4 & 2 & 3 \\
-8 & -2 & 3 & 2
\end{bmatrix}
\]  
(2.6)

It become:

\[
Fidelity\_term\_for\_L1 = \begin{bmatrix}
1 & -1 & 1 & 1 \\
1 & -1 & -1 & -1 \\
1 & 1 & 1 & 1 \\
-1 & -1 & 1 & 1
\end{bmatrix}
\]  
(2.7)

\[
Fidelity\_term\_for\_L2 = \begin{bmatrix}
12 & -6 & 1 & 9 \\
11 & -18 & -1 & -6 \\
21 & 4 & 2 & 3 \\
-8 & -2 & 3 & 2
\end{bmatrix}
\]  
(2.8)

L1 takes only the signs of the values of the fidelity term while L2 take them as they are.

It exists also many other norm estimations in the literature (L1-L2 hybrid norm, Euclidean norm, Lq norm, L∞ norm, etc.), but they will not be used in this paper.
2.3 Regularization term

The regularization functions work like a high-pass filter to improve the rate of convergence by compensating the missing informations by some general prior informations.

The following section will shortly describe the different regularization functions used in this paper. It will also give the expressions used in the SRR algorithm with a little difference: The given expressions will not be normalized, but they are in the experimental comparisons (see section 4 for more information about the normalization).

2.3.1 Laplacian

The Laplacian regularization function is a common high-pass filter. $\mathbf{y}$ is then replaced by a discrete Laplace operator (often used in image processing). It can be given as convolution with the following kernel:

$$\mathbf{\Gamma} = \frac{1}{8} \begin{bmatrix} 1 & 1 & 1 \\ 1 & -8 & 1 \\ 1 & 1 & 1 \end{bmatrix} \quad (2.9)$$

By using the stochastic regularization approach for SRR, the steepest descent method and the L1 and L2 norm estimation, the problem can be written as follow:

**Implementation with L1 norm:**

$$\hat{\mathbf{X}} = \arg\min_{\mathbf{X}} \left[ \sum_{k=1}^{N} |DBM_k \mathbf{X} - Y_k| + \lambda \{\mathbf{\Gamma} \mathbf{X}\}^2 \right] \quad (2.10)$$

With the steepest descent method, the SRR solution can mathematically expressed as:

$$\hat{\mathbf{X}}_{n+1} = \hat{\mathbf{X}}_n + \beta \cdot \left[ \sum_{k=1}^{N} (D^T B^T M_k^T \text{sign}(DBM_k \hat{\mathbf{X}}_n - Y_k)) - \lambda \cdot \left( (\mathbf{\Gamma}^T \mathbf{\Gamma}) \hat{\mathbf{X}}_n \right) \right] \quad (2.11)$$

**Implementation with L2 norm:**

$$\hat{\mathbf{X}} = \arg\min_{\mathbf{X}} \left[ \sum_{k=1}^{N} (DBM_k \mathbf{X} - Y_k)^2 + \lambda \{\mathbf{\Gamma} \mathbf{X}\}^2 \right] \quad (2.12)$$
With the steepest descent method, the SRR solution can mathematically expressed as:

\[
\hat{X}_{n+1} = \hat{X}_n + \beta \cdot \left( \sum_{k=1}^{N} (D^T B^T M_k^T (DBM_k \hat{X}_n - Y_k)) - \lambda \cdot \left\{ (\Gamma^T \Gamma) \hat{X}_n \right\} \right) \tag{2.13}
\]

Eq. 2.11 and Eq. 2.13 are the equations used in the super resolution reconstruction algorithms.

**Example:**

The next figure is an example of a Laplacian regularization term for a given image:

![Figure 2.2: Example of a Laplacian regularization term for a given image](image-url)
2.3.2 Markov Random Field (MRF)

Markov Random Fields are a kind of statistical model [10]. They are widely used for vision problems in digital image processing.

**Implementation with L1 norm:**

\[
\hat{X} = \arg\min_X \left[ \sum_{k=1}^{N} |DBM_k X - Y_k| + \left\{ -\frac{1}{2\beta_{MRF}} \sum_{c \in C} \rho_\alpha(d^c_e X) \right\} \right] \quad (2.14)
\]

With the steepest descent method, the SRR solution can mathematically expressed as:

\[
\hat{X}_{n+1} = \hat{X}_n + \beta \cdot \left[ \sum_{k=1}^{N} (D^T B^T M^T_k \text{sign}(DBM_k \hat{X}_n - Y_k)) \right.

\quad \left. - \lambda \cdot \left\{ \sum_{c \in C} \rho'_\alpha(d^c_e \hat{X}_n) \right\} \right] \quad (2.15)
\]

where \( \rho'_\alpha(\cdot) \) is defined as:

\[
\rho'_\alpha(\cdot) = 2x ; \text{if } \rho_\alpha(\cdot) \text{ is a quadratic function} \quad (2.16)
\]

\[
\rho'_\alpha(\cdot) = \begin{cases} 
2x & ; |x| \leq T_{Huber} \\
2T_{Huber} \cdot \text{sign}(x) & ; |x| > T_{Huber} \end{cases} ; \text{if } \rho_\alpha(\cdot) \text{ is a Huber function} \quad (2.17)
\]

**Implementation with L2 norm:**

\[
\hat{X} = \arg\min_X \left[ \sum_{k=1}^{N} (DBM_k X - Y_k)^2 + \left\{ -\frac{1}{2\beta_{MRF}} \sum_{c \in C} \rho_\alpha(d^c_e X) \right\} \right] \quad (2.18)
\]

With the steepest descent method, the SRR solution can mathematically expressed as:

\[
\hat{X}_{n+1} = \hat{X}_n + \beta \cdot \left[ \sum_{k=1}^{N} (D^T B^T M^T_k (DBM_k \hat{X}_n - Y_k)) \right.

\quad \left. - \lambda \cdot \left\{ \sum_{c \in C} \rho'_\alpha(d^c_e \hat{X}_n) \right\} \right] \quad (2.19)
\]

Eq. 2.15 and Eq. 2.19 are the equations used in the super resolution reconstruction algorithms.
Example:

The next figure is an example of a MRF regularization term for a given image:

Figure 2.3: Example of a MRF regularization term for a given image (MRF temperature = 5)
2.3.3 Bilateral Total Variation (BTV)

BTV regularization is based on total variation (TV) criterion [11] and the bilateral filter (see Appendix A).

**Implementation with L1 norm:**

\[
\hat{X} = \arg \min_X \left[ \sum_{k=1}^{N} |DBM_k X - Y_k| + \lambda \left\{ \sum_{l=-P}^{P} \sum_{m=0}^{P} \alpha |m|+|l| \left\| X - S^l_x S^m_y X \right\| \right\} \right] \quad (2.20)
\]

With the steepest descent method, the SRR solution can mathematically expressed as:

\[
\hat{X}_{n+1} = \hat{X}_n + \beta \left[ \sum_{k=1}^{N} (D^T B^T M^T_k \text{sign}(DBM_k \hat{X}_n - Y_k)) \right.
\]

\[
- \lambda \cdot \left\{ \sum_{l=-P}^{P} \sum_{m=0}^{P} \alpha |m|+|l| (I - S^l_x S^m_y) \cdot \text{sign}(\hat{X}_n - S^l_x S^m_y \hat{X}_n) \right\} \quad (2.21)
\]

where operator matrices \(S^l_x\) and \(S^m_y\) shift \(X\) by \(l\) and \(m\) pixels in horizontal and vertical directions, presenting several scales of derivatives. The scalar \(\alpha (0 < \alpha < 1)\) is applied to give a spatially decaying effect to the summation of the regularization term.

**Implementation with L2 norm:**

\[
\hat{X} = \arg \min_X \left[ \sum_{k=1}^{N} (DBM_k X - Y_k)^2 + \lambda \left\{ \sum_{l=-P}^{P} \sum_{m=0}^{P} \alpha |m|+|l| \left\| X - S^l_x S^m_y X \right\| \right\} \right] \quad (2.22)
\]

With the steepest descent method, the SRR solution can mathematically expressed as:

\[
\hat{X}_{n+1} = \hat{X}_n + \beta \left[ \sum_{k=1}^{N} (D^T B^T M^T_k (DBM_k \hat{X}_n - Y_k)) \right.
\]

\[
- \lambda \cdot \left\{ \sum_{l=-P}^{P} \sum_{m=0}^{P} \alpha |m|+|l| (I - S^l_x S^m_y) \cdot \text{sign}(\hat{X}_n - S^l_x S^m_y \hat{X}_n) \right\} \quad (2.23)
\]

Eq. 2.21 and Eq. 2.23 are the equations used in the super resolution reconstruction algorithms.
**Example:**

The next figure is an example of a BTV regularization term for a given image:

![Original image](image1.png)  ![Regularization term (BTV)](image2.png)

Figure 2.4: Example of a BTV regularization term for a given image (range of neighbour pixels = 1, scalar weight = 0.7)
Chapter 3

Review of the SRR or Super Resolution Reconstruction algorithms

3.1 Classical SRR algorithm

For the first step of the SRR algorithm, the algorithm has to made a motion estimation ($M_k$) between each frame and the first one (in sub-pixel accuracy). The motion estimation will be used in the fidelity part of the SRR algorithm as shown in the following figure. The next figure 3.1 is expression (2.5) with few notes about the content:

\[
\hat{X}_{n+1} = \hat{X}_n + \beta \cdot \sum_{k=1}^{N} (D^T B^T M_k^T (DBM_k \hat{X}_n - Y_k)) - \lambda \cdot \left\{ (Y^T Y) \hat{X}_n \right\}
\]

Figure 3.1: Expression (2.5) in details

The figure 3.2 shows the block diagram of the classical algorithm. The blocks F and R represent the fidelity and regularization terms respectively (see fig. 3.1).
For the initial state of the steepest descent, the algorithm (in this work) use the interpolation of the degraded image as the initial value of the SRR algorithm or $\hat{X}_1 = \text{resize}(Y_1)$. In the classical algorithm, $Y_1$ is the reference image of the LR frames. The motion estimation will first be estimated between every frame and the reference frame, but the first frame $Y_1$ (or the reference frame) has no motion with the reconstructed image and, just by resize it (the algorithm use “imresize” of the Image Processing Toolbox by MathWorks), it give a good start point for the steepest descent method.

The registration process or the motion estimation is estimated from each degraded images that are low resolution and noisy hence. This registration information is not accurate and its may degrade the SRR performance.
3.2 Fast SRR algorithm based on Recursive Least Square

This SRR algorithm works like the “Classical SRR algorithm” (3.1) but this SRR algorithm is separated into 2 parts to be faster [7] [12] [13]:

- Data fusion (non iterative, Shift-and-Add method) and creation of the blurred image $\hat{Z} = B\hat{X}$.
- Estimating the deblurred HR image $\hat{X}$ from $\hat{Z}$ (iterative method, similar to the classical SRR algorithm).

But for this data fusion, the blur and decimation matrix have to be the same for each degraded images (it is the case for frames created by one camera). This robust data fusion gives the blurred version of the ideal image $X$. This removes some operations in the steepest descent.

First, the algorithm computes the motion estimation between each frame and the first one (in sub-pixel accuracy) as the classical SRR algorithm. With this information, it use the Shift-and-Add method to create $\hat{Z}$ (resize to the final size, motion & interpolation and finally, fusion of the frames).

The second part of the “Fast SRR algorithm based on Recursive Least Square” (iterative deblurring) can be mathematically expressed as:

$$\hat{X}_{n+1} = \hat{X}_n + \beta \cdot \left[ (B^T (B\hat{X} - Z)) - \lambda \cdot \left\{ (Y^T Y) \hat{X}_n \right\} \right]$$  \hspace{1cm} (3.1)

Figure 3.3: “Fast SRR algorithm based on Recursive Least Square”, in block diagram representation

The initial state for the algorithm can be the blurred HR image ($\hat{X}_1 = \hat{Z}$).
3.3 SRR algorithm based on Simultaneous Image Registration

In the classical SRR framework, the motion estimation is most of the time not precise (in larger part because the motion estimation is applied on degraded LR images). Algorithm [14] tries to overcome this problem. So, when the reconstruction is finished, it makes a new motion estimation between the reconstructed image and other degraded frames to have a better estimation. If this estimation is different than the current one (or not close enough), then it will run again the SRR algorithm with the new motion estimations. And at the end, it computes again the motion. The motion is estimate iteratively as the SRR algorithm estimation until the motion estimation (j+1) is the same as the motion estimation before (j), or close enough (as shown in figure 3.4).

Figure 3.4: Representation of the “SRR algorithm based on Simultaneous Image Registration” in block diagram
3.4 Proposed SRR algorithm Based on Recursive Least Square Estimation and Simultaneous Image Registration

The proposed algorithm is based on the idea of the “Fast SRR algorithm based on Recursive Least Square” (3.2) and the idea of the “SRR algorithm based on Simultaneous Image Registration” (3.3). First it use the two parts same as the “Fast SRR algorithm based on Recursive Least Square”:

- Data fusion (non iterative, Shift-and-Add method) and creation of the blurred image \( \hat{Z} = B\hat{X} \).
- Estimating the deblurred HR image \( \hat{X} \) from \( \hat{Z} \) (iterative method, similar to the classical algorithm).

But for this data fusion, the blur and decimation matrix have to be the same for each degraded images (it is the case for frames created by one camera). This robust data fusion gives the blurred version of the ideal image \( X \). This removes some operations in the steepest descent.

First, the algorithm computes the motion estimation between each frame and the first one (in sub-pixel accuracy) as the classical SRR algorithm. With this information, it use the Shift-and-Add method to create \( \hat{Z} \) (resize to the final size, motion & interpolation and finally, fusion of the frames).

The second part of the “Fast SRR algorithm based on Recursive Least Square” (iterative deblurring) can be mathematically expressed as:

\[
\hat{X}_{n+1} = \hat{X}_n + \beta \cdot \left[ (B^T B\hat{X} - Z) - \lambda \cdot \left\{ (Υ^T Υ) \hat{X}_n \right\} \right] \tag{3.2}
\]

After, it makes a new motion estimation between the reconstructed image and each input frames after the SRR is finished. The motion is estimated iteratively until the motion estimation \((j+1)\) is the same as the motion estimation before \((j)\), or close enough (see figure 3.5).

Figure 3.5: Representation of the Proposed SRR algorithm Based on Recursive Least Square Estimation and Simultaneous Image Registration in block diagram
Chapter 4

Experimental results

For every SRR algorithms and for every kind of regularization term, \( \lambda \) (weigh of the regularization term again the fidelity term) will be normalized. So, the weight of the regularization term for a SRR with one input image or multi frames will be the same. The next expression is an example of the mathematical modification for the normalization on the expression 2.13:

\[
\hat{X}_{n+1} = \hat{X}_n + \beta \cdot \left[ \frac{1}{N} \sum_{k=1}^{N} \left( D^T B^T M_k^T (DBM_k \hat{X}_n - Y_k) \right) - \lambda \cdot \left\{ (\Gamma^T \Gamma) \hat{X}_n \right\} \right]
\]

(4.1)

Several noises can be observed on real images (depend mostly on the capturing method). So it is more than useful to simulate this noise to test the reaction of an algorithm on a known added noise. The next noise cases will be used in all the experimental comparisons:

<table>
<thead>
<tr>
<th>Noise case</th>
<th>Type of noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>No noise</td>
</tr>
<tr>
<td>2</td>
<td>Gaussian noise, SNR = 35</td>
</tr>
<tr>
<td>3</td>
<td>Gaussian noise, SNR = 25</td>
</tr>
<tr>
<td>4</td>
<td>Gaussian noise, SNR = 15</td>
</tr>
<tr>
<td>5</td>
<td>Poisson noise</td>
</tr>
<tr>
<td>6</td>
<td>Salt &amp; Pepper noise, ( d = 0.015 )</td>
</tr>
<tr>
<td>7</td>
<td>Salt &amp; Pepper noise, ( d = 0.030 )</td>
</tr>
<tr>
<td>8</td>
<td>Speckle noise, ( v = 0.01 )</td>
</tr>
<tr>
<td>9</td>
<td>Speckle noise, ( v = 0.03 )</td>
</tr>
</tbody>
</table>

Table 4.1: Noise cases used in the experimental comparisons (for Salt & Pepper, \( d \) is the noise density, and for the Speckle noise, \( v \) is the variance)
4.1 Description of the experimental comparisons.

<table>
<thead>
<tr>
<th>No</th>
<th>Name</th>
<th>Objective</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.2.1</td>
<td>Parameters for the SRR</td>
<td>To demonstrate the impact of the SRR parameters on the steepest descent</td>
</tr>
<tr>
<td>4.2.2</td>
<td>Rough estimation of the best SRR parameters</td>
<td>To estimate the best parameters for the SRR (such ( \beta ), ( \lambda ), etc) and the regularization function for different images and noise models</td>
</tr>
<tr>
<td>4.2.3</td>
<td>Regularization term</td>
<td>To test the performance of different regularization functions with different image and noise cases</td>
</tr>
<tr>
<td>4.2.4</td>
<td>Norm estimation</td>
<td>To give the best choice between L1 and L2 norm estimations for different cases</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>No</th>
<th>Name</th>
<th>Objective</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.3.1</td>
<td>Algorithms experimental results (in qualitative measurement)</td>
<td>Experimental comparisons between algorithms to analyse the performances in order to examine the accuracy of the simultaneous registration algorithm</td>
</tr>
<tr>
<td>4.3.2</td>
<td>Algorithms experimental results (in subjective measurement)</td>
<td>Some examples of the results with the reviewed algorithms and other SRR methods for comparison</td>
</tr>
<tr>
<td>4.3.3</td>
<td>Computing times</td>
<td>Experimental comparisons between algorithms to analyse the computing time</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>No</th>
<th>Name</th>
<th>Objective</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.4.1</td>
<td>The algorithm of iterative termination technique</td>
<td>How to find the best reconstructed image without the real image X (so when to stop the SRR algorithm)</td>
</tr>
<tr>
<td>4.4.2</td>
<td>Experimental comparisons on real frames set No 1</td>
<td>Analyse of the algorithm performances on real frames</td>
</tr>
<tr>
<td>4.4.3</td>
<td>Experimental comparisons on real frames set No 2</td>
<td>Analyse of the algorithm performances on real frames by using the SRR algorithms on separate parts of the frames (with overlap)</td>
</tr>
</tbody>
</table>

Table 4.2: Table of the experimental comparisons
4.2 Experimental comparisons for one input image

This section will analyses the SRR results with one input image. The selected images (all in grayscale) are:

- “Lena”, famous standard picture in image processing selected for its great textures.
- “cameraman”, also a famous standard picture in image processing. Selected for sharp edge between foreground and background.
- “alumgrns”, a grey scale image with less texture, and sharp edge between the regions.

The reconstructions will be made with the “Classical algorithm” (section 3.1), other algorithms have no interest for the case of one input image.

Figure 4.1: Selected images for experimental comparison for one input image
Figure 4.2 shows the chosen parts (will be the original HR image $X$ for the SRR algorithm) of the selected images:

Figure 4.2: Selected parts for experimental comparison for one input image
The following figures illustrate the LR images $Y$ created with the original HR images $X$ for the different cases of noise:

Figure 4.3: LR images ($Y$) created with the lena image for experimental comparisons for one input image and the corresponding interpolations (bicubic).
Figure 4.4: LR images (Y) created with the cameraman image for experimental comparisons for one input image and the corresponding interpolations (bicubic)
Figure 4.5: LR images (Y) created with the alumgrns image for experimental comparisons for one input image and the corresponding interpolations (bicubic)
4.2.1 Parameters for the SRR

Every parameter (both Super Resolution Reconstruction algorithm parameters and regularization function parameters) had to change with the kind of the image, noise models and the noise power, therefore there is no proposed algorithm to determine the best parameters exactly.

An example of the impact of the SRR parameters (Laplacian regularization) in the SRR performance using the steepest descent is shown in the next figure (cameraman image with added Poisson noise).

![Figure 4.6: Example of the impact of the SRR parameters](image)

Figure 4.6: Example of the impact of the SRR parameters

**Experimental analysis**

The graph (fig. 4.6) shows how the choice of parameters is important (both $\beta$ and $\lambda$). This concerns only the parameters related to the SRR algorithm and not the regularization function which has also to be chosen. A wrong choice may give a poor performance, which might have been avoided with another choice of parameters. Therefore, the next section presents how to choose the best parameters.
4.2.2 Rough estimation of the best SRR parameters

Some simulations were used to have a rough estimation of the best parameters for the SRR algorithm. These simulations used the input image (one frame) of section 4.2. It computes the classical SRR algorithm by varying different steps $\beta$ (from 0 to 1 by 0.1 steps), weight of the regularization $\lambda$ and regularizations parameters. The best given parameters would be a good start to find the optimal parameters in each of the experimental comparisons.

<table>
<thead>
<tr>
<th>Signal/Noise [dB]</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>LAP $\beta$</td>
<td>0.8</td>
<td>0.9</td>
<td>1</td>
<td>0.9</td>
<td>0.9</td>
<td>1</td>
<td>0.8</td>
<td>0.7</td>
<td>0.2</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>0</td>
<td>0</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.8</td>
</tr>
<tr>
<td>MRF $\beta$</td>
<td>1</td>
<td>1</td>
<td>0.9</td>
<td>0.2</td>
<td>0.7</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.1</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>0.1</td>
<td>0.2</td>
<td>0.1</td>
<td>0.5</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>1</td>
</tr>
<tr>
<td>temp</td>
<td>15</td>
<td>13</td>
<td>10</td>
<td>5</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>BTV $\beta$</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>0</td>
<td>0</td>
<td>0.1</td>
<td>0.2</td>
<td>0.1</td>
<td>0.2</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>Ksize</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>s. weight</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.7</td>
<td>0.3</td>
<td>0.2</td>
<td>0.5</td>
<td>0.9</td>
<td>0.8</td>
</tr>
</tbody>
</table>

Table 4.3: Rough estimation of the best parameters for the lena image

<table>
<thead>
<tr>
<th>Signal/Noise [dB]</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>LAP $\beta$</td>
<td>1</td>
<td>1</td>
<td>0.7</td>
<td>1</td>
<td>0.9</td>
<td>1</td>
<td>0.9</td>
<td>1</td>
<td>0.8</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.9</td>
</tr>
<tr>
<td>MRF $\beta$</td>
<td>1</td>
<td>0.9</td>
<td>0.9</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.9</td>
<td>0.9</td>
<td>0.2</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>0.1</td>
<td>0.3</td>
<td>0.2</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.6</td>
</tr>
<tr>
<td>temp</td>
<td>17</td>
<td>16</td>
<td>16</td>
<td>11</td>
<td>14</td>
<td>14</td>
<td>10</td>
<td>15</td>
<td>5</td>
</tr>
<tr>
<td>BTV $\beta$</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.2</td>
<td>0</td>
<td>0</td>
<td>0.1</td>
<td>0</td>
<td>0.5</td>
</tr>
<tr>
<td>Ksize</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>s. weight</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 4.4: Rough estimation of the best parameters for the cameraman image
"β" is the step for the steepest descent and "λ" the weight of the regularization term against the fidelity term. For the MRF case, "temp" mean the temperature parameter. For the BTV case, "Ksize" mean the range of the neighbor pixels and "s. weight" the scalar weight.

The signal to noise ratio (SNR) is directly computed from the created images. It gives a good idea of the amount of noise. But it is not the same for the salt and pepper noise (noise cases No 6 and 7) who is totally different to the others. The salt and pepper noise simulates errors of the sensors (no data, saturation or failure from a sensor).

It is important to note that if the best parameters for a regularization case include $\lambda = 0$, it mean the algorithm do not use the regularization term and so the regularization parameters given have no meaning.

All the "best parameters" are computed with the L1 norm estimation.

**Experimental analysis**

**LAP :**
First, it easy to notice that the step is often 1.0 (or close). So the assumption can be made that for any not to noisy image, a 1.0 step will give good results, but a step between 0.5 and 1.0 will also give good results for a noisy image.

The weight of the regularization is zero for cases with low noise, because the purpose of regularization is to provide a priori information to make easier the steepest descent with a case of noisy image. For low-noisy images, a regularization weight of about 0.1 looks good. And for very noisy (as noise cases 4 and 9), a weight of 0.2 up to 1.0 is sometimes necessary.

**MRF :**
For the MRF regularization, a good steep is similar to the LAP one. 1.0 for image without or with low noise and between 0.1 and 0.2 for high noise.

For the regularization weight, it should be near 0.1 for image without or with low noise (like Laplacian regularization). More noised image might need a $\lambda$...
from 0.3 up to 1.0 sometimes.
The temperature parameter should be smaller for high noised image than with low noised one. But this parameter also change a lot with the texture of the image.

**BTV :**
As for the Laplacian regularization function, in the case of an image without noise, it is not necessary to use regularization.
It should be noted that a steep close to 0.5 is almost always optimal.
The weight of the regularization function is, when it is used, close to 0.1-0.2.
The scalar weight should be near 0.7 and less for not to noised image.
The range of the neighbor pixels is most of the time 1. But for image with less texture, it can be bigger. For the alumgrns image, it goes up to 5 sometimes.

All these analysis just give an idea to find the appropriate parameters for every experimental image. Consequently, these informations are used to estimate roughly the expected magnitude of a parameter in order to find the optimum one.
4.2.3 Regularization term

This section presents the comparative performance of the three regularization functions (LAP, MRF and BTV) in the SRR framework. The following figures will show the steepest descent (PSNR between the reconstructed image X and the original one) for the "Classical SRR algorithm" (L1 norm estimation) with Laplacian, MRF and BTV regularization functions (using the rough parameters estimations of section 4.2.2).

Figure 4.7: Regularization functions comparison (lena image) with the classical SRR algorithm (Algo A)
Figure 4.8: Regularization functions comparison (cameraman image) with the classical SRR algorithm (Algo A)
Figure 4.9: Regularization functions comparison (alumgrn image) with the classical SRR algorithm (Algo A)
Experimental analysis

This thesis will not mathematically analyses the best choice of the regularization function for every image case, but it will be just a short analysis in order to choose the appropriate regularization function for each case.

The results show that the best choice change with the kind of the image and the noise. It gives the impression that MRF is better than Laplacian for low noise power case.

The BTV results are really bad, and it should not be the case. For the alumgrns image (low texture, sharp edge), the BTV should be better than the others (at least for the no added noise case). The only explanation for it, is that the implementation in Matlab was not perfectly made.
4.2.4 Norm estimation

This section presents the comparative performance between L1 norm and L2 norm in the SRR framework. As said before, L2 norm estimation is faster and more efficient, but is not to be used in case of a very noisy image. The following experiment are the SRR results (with Laplacian regularization) on lena, cameraman and alumgrns images.

Figure 4.10: SRR (Laplacian reg.) for the lena image with L1 and L2 norm estimation
Figure 4.11: SRR (Laplacian reg.) for the camerman image with L1 and L2 norm estimation
Experimental analysis

The results are in accordance with the theory. For noiseless or low noised images, the L2 norm estimation gives better results. But in cases with high added noise, the L1 norm estimation is better than the L2 norm. For the Salt & Pepper noise cases, L1 is quite better. It is explained by the fact than Salt & Pepper noise is a high norm noise (modify pixels to 0 or 255 on a 8 bits image).
4.3 Experimental comparisons for multi-frame images (synthetic frames)

This experimental results have 2 tested images: Lena and foreman (frame 110th). Each original image is used to create the 5 synthetic degraded images (frames set). Next, these 5 degraded images are used to reconstruct the SR image.

**Lena frames set:**

The original image is:

![Lena Image](image)

Figure 4.13: Original image (40x40 pixels) for the synthetic frames set No 1 (lena)

The chosen motions are the following ones (the motions are realized in the original size image, before downsampling):

<table>
<thead>
<tr>
<th>Frame No</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Motion (x) [pixel]</td>
<td>0</td>
<td>0</td>
<td>0.5</td>
<td>0.7</td>
<td>-1</td>
</tr>
<tr>
<td>Motion (y) [pixel]</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0.5</td>
<td>-1</td>
</tr>
</tbody>
</table>

Table 4.6: Chosen motions for the synthetic frames set No 1 (lena)

The frames created will have the same added noise cases than at the begin of the chapter (Tab. 4.1).
The following figure shows the created frames sets:

Figure 4.14: Synthetic frames sets No 1 (lena) with several added noise model at different power
Foreman frames set:

The original image is:

![Original image (40x40 pixels) for the synthetic frames set No 2 (foreman)](image)

Figure 4.15: Original image (40x40 pixels) for the synthetic frames set No 2 (foreman)

The chosen motions are the following ones (the motions are realized in the original size image, before downsampling):

<table>
<thead>
<tr>
<th>Frame No</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Motion (x) [pixel]</td>
<td>0</td>
<td>0</td>
<td>0.5</td>
<td>0.7</td>
<td>-1.1</td>
</tr>
<tr>
<td>Motion (y) [pixel]</td>
<td>0</td>
<td>0.5</td>
<td>1.2</td>
<td>0.5</td>
<td>-1</td>
</tr>
</tbody>
</table>

Table 4.7: Chosen motions for the synthetic frames set No 2 (foreman)

The frames created will have the same added noise cases than at the begin of the chapter (Tab. 4.1).
The following figure shows the created frames sets:

Figure 4.16: Synthetic frames sets No 2 (foreman) with several added noise model at different power
4.3.1 Algorithms experimental results (in qualitative measurement)

Making simulations with different regularization terms have no real interest in this part of the paper. So, all the simulations will be made with the Laplacian regularization term to just compare the results among the algorithms.

The first simulation compute the super resolution reconstruction with every algorithm for the lena synthetic frames and every noise cases (using the rough parameters estimations of section 4.2.2, but for the parameters estimation who give $\lambda = 0$, it takes $\lambda = 0.1$ to use the regularization). The next figure shows the best results for every SRR:

![Figure 4.17: Results with the lena synthetic frames for all SRR algorithms (and the proposed one) with Laplacian regularization](image)

Figure 4.17: Results with the lena synthetic frames for all SRR algorithms (and the proposed one) with Laplacian regularization
Table 4.8: Results with the lena synthetic frames for all SRR algorithms (and the proposed one) with Laplacian regularization (A is for the "Classical SRR algorithm", B the "Fast SRR algorithm based on Recursive Least Square", C the "SRR algorithm based on Simultaneous Image Registration" and D the "Proposed SRR algorithm")

<table>
<thead>
<tr>
<th>Noise case</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algo A</td>
<td>23.44</td>
<td>23.43</td>
<td>23.21</td>
<td>21.87</td>
<td>22.77</td>
<td>22.82</td>
<td>22.57</td>
<td>22.54</td>
<td>21.37</td>
</tr>
<tr>
<td>Algo B</td>
<td>23.47</td>
<td>23.39</td>
<td>23.42</td>
<td>22.96</td>
<td>23.16</td>
<td>23.28</td>
<td>23.07</td>
<td>23.06</td>
<td>22.79</td>
</tr>
<tr>
<td>Algo C</td>
<td>23.51</td>
<td>23.51</td>
<td>23.24</td>
<td>21.86</td>
<td>22.84</td>
<td>22.78</td>
<td>22.55</td>
<td>22.56</td>
<td>21.36</td>
</tr>
<tr>
<td>Algo D</td>
<td>23.67</td>
<td>23.70</td>
<td>23.64</td>
<td>22.97</td>
<td>23.44</td>
<td>23.34</td>
<td>23.13</td>
<td>23.50</td>
<td>22.95</td>
</tr>
</tbody>
</table>

Figure 4.18: Results with the lena synthetic frames for all SRR algorithms (and the proposed one) with Laplacian regularization. Noise cases 1-3 in detail (evolution of the reconstructed images). Iteration 0 is the pre-process (interpolation or shift-and-add).
Figure 4.19: Results with the foreman synthetic frames for all SRR algorithms (and the proposed one) with Laplacian regularization

Table 4.9: Results with the foreman synthetic frames for all SRR algorithms (and the proposed one) with Laplacian regularization (A is for the ”Classical SRR algorithm”, B the ”Fast SRR algorithm based on Recursive Least Square”, C the ”SRR algorithm based on Simultaneous Image Registration” and D the ”Proposed SRR algorithm”)
Experimental analysis

Lena synthetic frames:

At the start of the SRR algorithms, the "Classical SRR algorithm" and the "SRR algorithm based on Simultaneous Image Registration" give the same results. It is explained by the fact that the first reconstructed image is the same. After each iteration, the second one become better with added informations from the frames with better motion estimations.

The "Fast SRR algorithm based on Recursive Least Square" and the "proposed SRR algorithm" start already with better results. This is because these algorithm start with an image who is a fusion of all the frames (Shif-and-Add method). The better motion estimation of the "proposed SRR algorithm" gives directly a better start in the steepest descent.

It’s easy to see that the results are better with the "proposed SRR algorithm". For high noised frames (noise cases No 4, 6, 7 and 9), the proposed algorithm is near to have the same performance than the "Fast SRR algorithm based on Recursive Least Square" but still better. It is the case because the new motion estimations are not really better with high noise.

The "SRR algorithm based on Simultaneous Image Registration" should be better for every case than the "Classical SRR algorithm". It is not the case with the Salt & Pepper noise. This is probably the case because Salt & Pepper is a high norm noise and the motion estimation with cross correlation might be not the best motion estimation algorithm for this kind of noise.

It is also to note that the number of iterations with the "Fast SRR algorithm based on Simultaneous Image Registration" is also worse than the "Classical SRR algorithm" in the Salt & Pepper noise cases (probably for the same reason).

For the case with new motion estimation for the "proposed SRR algorithm", it is better than the "Fast SRR algorithm based on Recursive Least Square".

In most of the cases, the proposed SRR algorithm provide better results. This gives the impression that it is sometimes worse in cases with very little added noise (or no noise).

Foreman synthetic frames:

On this simulation (fig. 4.19), there are far fewer new motion estimation.

The "SRR algorithm based on Simultaneous Image Registration" is also worse than the "Classical SRR algorithm" in the Salt & Pepper noise cases (probably for the same reason).

But for the case with new motion estimation for the "proposed SRR algorithm", it is better than the "Fast SRR algorithm based on Recursive Least Square".

In most of the cases, the proposed SRR algorithm provide better results. This gives the impression that it is sometimes worse in cases with very little added noise (or no noise).
4.3.2 Algorithms experimental results (in subjective measurement)

The following figures show the results in subjective measurement of the previous section (qualitative measurement):

![Algorithm Experimental Results](image)

Figure 4.20: Algorithms experimental results (in subjective measurement). Lena synthetic frames, noise cases 1-5. A: "Classical SRR algorithm" (Laplacian and L1). B: "Fast SRR algorithm based on Recursive Least Square" (Laplacian and L1). C: "SRR algorithm based on Simultaneous Image Registration" (Laplacian and L1). D: "Proposed SRR algorithm" (Laplacian and L1).
Figure 4.21: Algorithms experimental results (in subjective measurement). Lena synthetic frames, noise cases 6-9. A: "Classical SRR algorithm" (Laplacian and L1). B: "Fast SRR algorithm based on Recursive Least Square" (Laplacian and L1). C: "SRR algorithm based on Simultaneous Image Registration" (Laplacian and L1). D: "Proposed SRR algorithm" (Laplacian and L1).
Figure 4.22: Algorithms experimental results (in subjective measurement). Foreman synthetic frames, noise cases 1-5. A: "Classical SRR algorithm" (Laplacian and L1). B: "Fast SRR algorithm based on Recursive Least Square" (Laplacian and L1). C: "SRR algorithm based on Simultaneous Image Registration" (Laplacian and L1). D: "Proposed SRR algorithm" (Laplacian and L1).
Figure 4.23: Algorithms experimental results (in subjective measurement). Foreman synthetic frames, noise cases 6-9. A: "Classical SRR algorithm" (Laplacian and L1). B: "Fast SRR algorithm based on Recursive Least Square" (Laplacian and L1). C: "SRR algorithm based on Simultaneous Image Registration" (Laplacian and L1). D: "Proposed SRR algorithm" (Laplacian and L1).
The next two figures present the reconstructed images with different algorithms and other SRR methods. The first simulation works on the synthetic frames with added Gaussian noise and the second with added Salt & Pepper noise (see appendix B for more informations about the Steering Kernel Regression).

Experimental analysis

These two experiments demonstrate why the "Classical SRR algorithm" is so good for the cases without noise (or very little), or rather, why is it so bad with added noise (also the "SRR algorithm based on Simultaneous Image Registration"). The "Proposed SRR algorithm" uses the method of Shift-and-Add before the SRR using stochastic regularization. The noise in this case is mixed together, and with random noise, this tends to decrease it. Salt & Pepper noise example shows it good.

But the "Classical SRR algorithm" starts with a frame and adds informations of the other frames at each step of the steepest descent.

So by starting the "Fast SRR algorithm based on Recursive Least Square" and the "Proposed SRR algorithm" with a Shift-and-Add method, it makes them robust to noise.
4.3.3 Computing times

The next table shows the computing times (CT) until the best reconstructed image of the simulation on figure 4.17, the number of iterations (I) and the number of new motion estimations (NME) for the "SRR algorithm based on Simultaneous Image Registration" and the "proposed SRR algorithm":

<table>
<thead>
<tr>
<th>Noise case</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>A CT [s]</td>
<td>5.2</td>
<td>4.8</td>
<td>7.2</td>
<td>9.6</td>
<td>9.7</td>
<td>13.1</td>
<td>16.0</td>
<td>14.8</td>
<td>10.6</td>
</tr>
<tr>
<td>I</td>
<td>15</td>
<td>14</td>
<td>21</td>
<td>30</td>
<td>30</td>
<td>41</td>
<td>50</td>
<td>46</td>
<td>33</td>
</tr>
<tr>
<td>B CT [s]</td>
<td>2.1</td>
<td>1.9</td>
<td>2.1</td>
<td>1.5</td>
<td>1.8</td>
<td>2.1</td>
<td>2.3</td>
<td>3.0</td>
<td>1.2</td>
</tr>
<tr>
<td>I</td>
<td>7</td>
<td>6</td>
<td>7</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>10</td>
<td>4</td>
</tr>
<tr>
<td>C CT [s]</td>
<td>19.9</td>
<td>10.5</td>
<td>12.7</td>
<td>18.7</td>
<td>20.6</td>
<td>43.9</td>
<td>31.9</td>
<td>30.8</td>
<td>20.6</td>
</tr>
<tr>
<td>I</td>
<td>17</td>
<td>15</td>
<td>19</td>
<td>29</td>
<td>32</td>
<td>34</td>
<td>50</td>
<td>48</td>
<td>32</td>
</tr>
<tr>
<td>NME</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>D CT [s]</td>
<td>4.9</td>
<td>6.3</td>
<td>3.6</td>
<td>4.5</td>
<td>4.2</td>
<td>4.7</td>
<td>5.3</td>
<td>7.1</td>
<td>2.4</td>
</tr>
<tr>
<td>I</td>
<td>8</td>
<td>7</td>
<td>6</td>
<td>5</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>NME</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 4.10: Computing times with the lena synthetic frames for all algorithms (and the proposed one) with Laplacian regularization (A is for the "Classical SRR algorithm", B the "Fast SRR algorithm based on Recursive Least Square", C the "SRR algorithm based on Simultaneous Image Registration" and D the "Proposed SRR algorithm")

Figure 4.26: Computing times with the lena synthetic frames for all algorithms (and the proposed one) with Laplacian regularization

53
Experimental analysis

No surprise, the "Proposed SRR algorithm" is slower than the "Fast SRR algorithm based on Recursive Least Square". But even with the iterative motion estimation, he is most of the case faster than the "Classical SRR algorithm" (and for sure, faster than the "SRR algorithm based on Simultaneous Image Registration").

It is also to note that the new motion estimations are quite few (most of the time 1 or 2).
4.4 Experimental comparisons for multi-frame images (real frames)

For this experimental part, real frames will be used. So, it would not be possible to analyse the result with for example, the error with the original image. This analysis will be made just by visual quality of the output reconstructed images.

The results of two set of real frames will be analysed:

- A set of text frames, captured with an Olympus C-4000 camera \(^1\). These frames approximately follow the global translational motion model. The selected part is a 20x20 pixels zone (up left) of the real frames. The first frame will be the reference frame for the SRR.

- Foreman frames No 108-112 (the frame No 110, used in the experimental comparisons with synthetic frames, will be the reference frame for the SRR).

\(^{1}\)Source of the frames: Sina Farsiu, http://users.soe.ucsc.edu/~milanfar/software/sr-datasets.html
4.4.1 The algorithm of iterative termination technique

Until this point, all the simulations compute a number of SRR iterations and take the best one. It is only possible because the real image $X$ is available. Unfortunately, for real frames SRR, $X$ is unknown. Thus for this experimental section and its subsection, measurement the criteria for determining the best result (or the best reconstructed image $\hat{X}$) have three methods as following:

- Visual analysis of the reconstructed images, but it is hard to determine.
- Training with approaching synthetics frames to find the estimate number of iterations.
- Analysis between the reconstructed images.

**Analysis between the reconstructed images:**

This method is chosen by this thesis because it can be really applicable. The next simulations give the PSNR and the RMSE between the reconstructed images given by the classical SRR algorithm.
Figure 4.29: Analysis between the reconstructed images (lena image, noise case 1 & 4)
Figure 4.30: Analysis between the reconstructed images (alumgrns image, noise case 1 & 4)
Figure 4.31: Analysis between the reconstructed images (alumgrns image, noise case 7 & 8)
Experimental analysis

Apparently it is possible to find an optimum reconstruction (or close to the one) by analysing the value of the PSNR or RMSE between the reconstructed images. It is the case even by using the L1 norm estimation or the L2.

For example, for the simulation on figure 4.29, a threshold of 0.3 in the RMSE looks good.

In the second simulation (alumgrns image, fig. 4.30), the thresholds seem to be the same (RMSE near 0.3, PSNR near 60). But this will not mean it will be the same with every case.

The last simulation (fig. 4.31) shows that the thresholding is still possible but not with the same threshold (for example, near 65 for PSNR in the Salt & Pepper noise case, and near 50 in the Speckle noise case). With RMSE, the thresholds change also (logic, they are mathematically related).

So it looks possible to find the best reconstructed image by analysing the difference between them. But for any cases, training of similar images to find the threshold (PSNR or RMSE) is necessary to have good results.

It is interesting to note that the thresholds seems to be the same (or close) with L1 and L2 norm estimation (for PSNR and RMSE).
4.4.2 Experimental comparisons on real frames set No 1

This comparison has results shown on Fig. 4.32 and 4.33. The first one shows the evolution of delta (RMSE between the reconstructed images) for all algorithms with the Laplacian regularization. The second figure shows some of the reconstructed images with different delta thresholds. The step $\beta$ will be 1.0 and the regularization weight $\lambda$ 0.1 for all the SRR.

Figure 4.32: RMSE between the reconstructed images for the real frames set 1 using the Laplacian regularization (A is for the "Classical SRR algorithm", B the "Fast SRR algorithm based on Recursive Least Square", C the "SRR algorithm based on Simultaneous Image Registration" and D the "Proposed SRR algorithm")
Figure 4.33: Reconstructed images of the real frames set 1 (delta = RMSE between the reconstructed images, i = iteration, A is for the "Classical SRR algorithm", B the "Fast SRR algorithm based on Recursive Least Square", C the "SRR algorithm based on Simultaneous Image Registration" and D the "Proposed SRR algorithm")
Experimental analysis

As mentioned before, find the best reconstructed image by visual analysing is really difficult, if not impossible. No training was made before, so it is not possible to know at with delta (or iterations number) the algorithms should stop.

But even with that, the results show that the "Fast SRR algorithm based on Recursive Least Square" and the "Proposed SRR algorithm" are better than the others here.

The "SRR algorithm based on Simultaneous Image Registration" is visually better than the "Classical SRR algorithm", but to find the best between the "Fast SRR algorithm based on Recursive Least Square" and the "Proposed SRR algorithm" might be impossible in this case.
4.4.3 Experimental comparisons on real frames set No 2

The second real frames set have larger images (68x68 pixels). The processed image in vector format is then 136²x1 = 18'496x1 (upsampling factor of 2). For example, the blur matrix would have a size of 18'496x18'496. The computation time would be too long and the computer memory to limited if the algorithm dealt directly with the frames. To reduce the computational time, the frames are fragmented to 20x20 pixels parts with an overlap of 8 pixels (40x40 pixels with an overlap of 16 pixels after the upsampling). The blur matrix is then just 1600x1600 large.

![Separated parts of the frames set No 2](image)

After super resolution reconstruction, the parts will be merged again to have the final reconstructed image (136x136 pixels). For the overlap, it will use the half width with one of the reconstructed part and the second half width with the next part.
Figure 4.35: Separated parts of the frame No 110
Figure 4.36: Reconstructed images of the real frames set 2 (all algorithms) (A is for the "Classical SRR algorithm", B the "Fast SRR algorithm based on Recursive Least Square", C the "SRR algorithm based on Simultaneous Image Registration" and D the "Proposed SRR algorithm")
Experimental analysis

As for the real frames set No 1, it is hard to see any difference between the algorithms, and the different reconstructed images for the proposed algorithm. The only visible difference is the mouth between the "Classical SRR algorithm" and the "SRR algorithm based on Simultaneous Image Registration" against the "Fast SRR algorithm based on Recursive Least Square" and the "Proposed SRR algorithm". It is the case because the two first use the frame No 110 and add informations of the other frames in the steepest descent, and the two last algorithms use a frames fusion at the begin of the steepest descent method.
Chapter 5

Conclusion

This thesis presents the Super Resolution Reconstruction and more specifically the Super Resolution Reconstruction using stochastic regularization approach. For this, four algorithms have been reviewed, and also tree types of regularization functions and two norm estimations.

This paper shows how Super Resolution Reconstruction using stochastic regularization approach works and why the choices of the parameters, the regularization function and the norm estimation are important.

But mainly, this work is about to introduce a "Proposed SRR algorithm" based on recursive least square estimation and simultaneous image registration and to test it.

The proposed algorithm is based on the "Fast SRR algorithm based on Recursive Least Square" and the "SRR algorithm based on Simultaneous Image Registration". So, several simulations were used to find the advantages or weak points inherited by these algorithms. This gives the following assumptions:

As the "Fast SRR algorithm based on Recursive Least Square", the proposed algorithm is quiet fast. Sure it is slower than the first because of the iterative motion estimation, but faster than the "Classical SRR algorithm" and the "SRR algorithm based on Simultaneous Image Registration".

For the iterative motion estimation on the "SRR algorithm based on Simultaneous Image Registration", and also implemented in the proposed algorithm, the simulations show that it is closer to real application by finding better motion estimations. For some experiments, the iterative motion estimation for the Salt & Pepper noise is some times not so good than the first one. It is probably because it uses a cross correlation motion estimation method. This algorithm might be not the best for high noised images registration. It should be interesting to use the algorithms with another registration algorithm.

Starting with a frames fusion, it makes the "Fast SRR algorithm based on Recursive Least Square" and the proposed algorithm more robust to noise than the "Classical SRR algorithm" and the "SRR algorithm based on Simultaneous Image Registration". The two first algorithms will start the steepest descent...
with an image created from all the frames. The random noise on each frame will be smaller on the start image. But the start point of the steepest descent for the "Classical SRR algorithm" and the "SRR algorithm based on Simultaneous Image Registration" is the first input frame. So if there is noise on this image, it will be also on the first step of the reconstructed image. The simulation could give the impression that the proposed algorithm is really better than the other ones. But it should be interesting to run for example the "SRR algorithm based on Simultaneous Image Registration" with the frames fusion image as start point for the steepest descent.

So the proposed SRR algorithm based on recursive least square estimation and simultaneous image registration is a fast algorithm, robust to noise and giving better reconstructed images tanks to the iterative motion estimation. This makes it particularly valuable for real practical use.

**Directions for future work:**

In addition to developing more the proposed SRR algorithm, it would be interesting to continue to develop the framework for the detection of the best reconstruction image without knowing the original image. This framework having already given good results (section 4.4.1).
Appendix A

SRR Toolbox for Matlab

For the need of the experimental comparisons, a toolbox for Matlab was created. It uses also functions of the Image Processing Toolbox of MathWorks, functions of the SRR toolbox by Vorapoj Patanavijit, functions of the SRR toolbox by Hiroyuki Takeda [15] and the function “dftregistration()” created by Manuel Guizar (Efficient subpixel image registration by cross-correlation) [6].

Rules for using the SRR toolbox

There is some points to take care to use the toolbox:

- The input images have to be square images (dimX = dimY)
- The upsampling factor has to be 0, 2, 4, 8, etc.
- The toolbox was created under Matlab v.7.7 but some used functions were created for older versions. The toolbox work well under v.7.7 but there is no guaranties that it also work under older versions (but it should).

The next two pages will give a list of the functions in the toolbox and a short explication of how to use it. For more informations about each function, see the help inside every m-file.
### Functions of the SRR toolbox

<table>
<thead>
<tr>
<th>SRR_Algo_Appearance.m</th>
<th>SRR_Algo_Application.m</th>
<th>SRR_Algo_Appearance.m</th>
<th>SRR_Algo_Application.m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Using: SRR_Algo_SIRloop_RadMatEvan.m</td>
<td>Using: SRR_Algo_SIRloop_RadMatEvan.m</td>
<td>Using: SRR_Algo_SIRloop_RadMatEvan.m</td>
<td>Using: SRR_Algo_SIRloop_RadMatEvan.m</td>
</tr>
<tr>
<td>SRR_Algo_FieldTerm_WithoutMotion.m</td>
<td>SRR_Algo_FieldTerm_WithoutMotion.m</td>
<td>SRR_Algo_FieldTerm_WithoutMotion.m</td>
<td>SRR_Algo_FieldTerm_WithoutMotion.m</td>
</tr>
<tr>
<td>SRR_Algo_FieldTerm_WithMotion.m</td>
<td>SRR_Algo_FieldTerm_WithMotion.m</td>
<td>SRR_Algo_FieldTerm_WithMotion.m</td>
<td>SRR_Algo_FieldTerm_WithMotion.m</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SRR_Algo_SVR.m</th>
<th>SRR_Algo_SVR.m</th>
<th>SRR_Algo_SVR.m</th>
<th>SRR_Algo_SVR.m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Using: SRR_Algo_SIRloop_RadMatEvan.m</td>
<td>Using: SRR_Algo_SIRloop_RadMatEvan.m</td>
<td>Using: SRR_Algo_SIRloop_RadMatEvan.m</td>
<td>Using: SRR_Algo_SIRloop_RadMatEvan.m</td>
</tr>
<tr>
<td>SRR_Algo_FieldTerm_WithoutMotion.m</td>
<td>SRR_Algo_FieldTerm_WithoutMotion.m</td>
<td>SRR_Algo_FieldTerm_WithoutMotion.m</td>
<td>SRR_Algo_FieldTerm_WithoutMotion.m</td>
</tr>
<tr>
<td>SRR_Algo_FieldTerm_WithMotion.m</td>
<td>SRR_Algo_FieldTerm_WithMotion.m</td>
<td>SRR_Algo_FieldTerm_WithMotion.m</td>
<td>SRR_Algo_FieldTerm_WithMotion.m</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SRR_Algo_BTIV.m</th>
<th>SRR_Algo_BTIV.m</th>
<th>SRR_Algo_BTIV.m</th>
<th>SRR_Algo_BTIV.m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Using: SRR_Algo_SIRloop_REGBTIV.m</td>
<td>Using: SRR_Algo_SIRloop_REGBTIV.m</td>
<td>Using: SRR_Algo_SIRloop_REGBTIV.m</td>
<td>Using: SRR_Algo_SIRloop_REGBTIV.m</td>
</tr>
<tr>
<td>SRR_Algo_FieldTerm_WithoutMotion.m</td>
<td>SRR_Algo_FieldTerm_WithoutMotion.m</td>
<td>SRR_Algo_FieldTerm_WithoutMotion.m</td>
<td>SRR_Algo_FieldTerm_WithoutMotion.m</td>
</tr>
<tr>
<td>SRR_Algo_FieldTerm_WithMotion.m</td>
<td>SRR_Algo_FieldTerm_WithMotion.m</td>
<td>SRR_Algo_FieldTerm_WithMotion.m</td>
<td>SRR_Algo_FieldTerm_WithMotion.m</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SRR_Algo_CRIV.m</th>
<th>SRR_Algo_CRIV.m</th>
<th>SRR_Algo_CRIV.m</th>
<th>SRR_Algo_CRIV.m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Using: cir21_regular.m*</td>
<td>Using: cir21_regular.m*</td>
<td>Using: cir21_regular.m*</td>
<td>Using: cir21_regular.m*</td>
</tr>
<tr>
<td>cir212_regular.m*</td>
<td>cir212_regular.m*</td>
<td>cir212_regular.m*</td>
<td>cir212_regular.m*</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SRR_Algo_SNRIV.m</th>
<th>SRR_Algo_SNRIV.m</th>
<th>SRR_Algo_SNRIV.m</th>
<th>SRR_Algo_SNRIV.m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Using: cir21_regular.m*</td>
<td>Using: cir21_regular.m*</td>
<td>Using: cir21_regular.m*</td>
<td>Using: cir21_regular.m*</td>
</tr>
<tr>
<td>cir212_regular.m*</td>
<td>cir212_regular.m*</td>
<td>cir212_regular.m*</td>
<td>cir212_regular.m*</td>
</tr>
</tbody>
</table>

* = Modified function from the SRR toolbox by M.Takada

**And some:**
- Conversion_from_Matrix_to_Vacuum.m
- Conversion_from_Vector_to_Matrix.m
- ImageDownSampling.m
- ImpulseSampling.m
- PSNR.m
- RMSE_3D.m

These are the SRR toolbox of M.Hiroaki Takada, the SRR toolbox of professor Vorapong Panuwatwanit, and the MathWorks' "Image processing toolbox"
How to use the SRR toolbox

\[ [X_{\text{reconstructed}}, N_{\text{X}}, \text{MotionEstim}] = \text{SRR}_{\text{Algorithm}}_{\text{Laplacian}}(\text{varargin}) \]

The functions give back:
- The reconstructed image for every iteration \( [X_{\text{reconstructed}}] \)
- The number of iterations \( (N_{\text{X}}) \)
- The motion estimation for every frame \( (\text{MotionEstim}) \)

Algorithm choice:
- "A" for the "Classical SRR algorithm"
- "B" for the "Fast SRR algorithm based on Recursive Least Square"
- "C" for the "SRR algorithm based on Simultaneous Image Registration"
- "D" for the "Proposed SRR algorithm"

Regularization function choice:
- "Laplacian" for the Laplacian regularization function
- "MRF" for the Markov Random Field regularization function
- "BTV" for the Bilateral Total Variation regularization function

\textbf{Inputs:}

\text{varargin} = "Input image(s) and upsampling factor" = "Blur Matrix" = "SRR algorithm parameters"
"Regularization parameters" = "Norm estimation choice" = "Stop mode"

"Input image(s) and upsampling factor" = for one input image: \( Y, \text{upsamplingFactor} \)
for frames input: \( Y_0, Y_1, \ldots, Y_n, \text{motion estimation Method}, \text{upsamplingFactor} \)

"Blur Matrix" = the matrix of the estimated blur

"SRR algorithm parameters" = \( \lambda \) (weight of the regularization term), \( \beta \) (step of the steepest descent)

"Regularization parameters" = for Laplacian: none
for MRF: ARF temperature
for BTV: range of neighbor pixel, scalar weight

"Norm estimation choice" = for L1 norm estimation: "L1"
for L2 norm estimation: "L2"

"Stop mode" = to stop after \( n \) iterations: "Iter", number of iterations
to stop when the RMSR between the reconstructed image is smaller than \( \delta \): \( \text{delta} \), \( \delta \)

Also SRR and SSR regularization functions. See functions help for more informations.

Figure 5.2: How to use the SRR toolbox.
Appendix B

Steering Kernel Regression

Steering kernel regression (or data-adapted kernel regression) works as an improvement of bilateral filtering.

Bilateral filter was introduced by Tomasi et al. [16]. It uses the concept of Gaussian smoothing by weighting it with the radiometric value of each pixel. So it reduces the noise while preserving edges [17].

Indeed, with great texture or an image with much noise makes badly the use of bilateral filtering. Data adapted kernel regression also uses a Gaussian kernel, but this core is modified in this case at each location by the texture of the image. If at any point of the image there is an edge, the Gaussian kernel will be stretched and will be rotated so that the filter preserves the edges (based on local gradient fields). In addition, the kernel size is changed according to the image (if it is an area with little information there will be greater than if it is an area with lots of texture) [19] [15] [20].
The data-adapted kernel at each point $K_i$ is given by:

$$K_i(x_i - x) = \sqrt{\text{det}(C_i)} \cdot \exp \left\{ -\frac{(x_i - x)^T C_i(x_i - x)}{2h^2 \mu_i^2} \right\} \quad (5.1)$$

where $C_i$ is the covariance matrix based on the local values. This matrix can be decomposed as follows:

$$C_i = \gamma_i U_{\Theta_i} \Lambda_i U_{\Theta_i}^T \quad (5.2)$$

and:

$$U_{\Theta_i} = \begin{bmatrix} \cos \Theta_i & \sin \Theta_i \\ -\sin \Theta_i & \cos \Theta_i \end{bmatrix} \quad (5.3)$$

$$\Lambda_i = \begin{bmatrix} \rho_i & 0 \\ 0 & \rho_i^{-1} \end{bmatrix} \quad (5.4)$$

where $U_{\Theta_i}$ is the rotation matrix and $\Lambda_i$ the elongation matrix. So the covariance matrix is given by three parameters: the scaling $\gamma_i$, the rotation $\Theta_i$ and the elongation $\rho_i$ parameters. This term is principally computed from the eigenvalues and eigenvectors of the local gradient fields.
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